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Since an early flush of optimism in the 1950s, smaller subsets of artificial intelligence - first machine learning, then
deep learning, a subset of machine learning - have created ever larger disruptions.
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Antificial neural networks have been applied to the differentiation of actual “true” clusters from
normal parenchymal patterns and also to the differentiation of actual clusters from false-positive
chm-mﬂh-wmﬂdmfathmmdmmhmuw

mmmummmmrmm

mmumm rks was

ly by means of receiver

operating characteristic (ROC) analysis. It was found that the networks could distinguish
normal

clustered microcalcifications from

areas in the domain, and that

they could eliminate approximately 50% of false-positive clusters of microcalcifications while
preserving 95% of the positive clusters, when apphed to the results of the automated detection
scheme. A large, comprehensive training database is needed for neural networks 10 perform

reliably in clinical situations.
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1. INTRODUCTION

Breast cancer is one of the leading causes of death in
women Mammography has been proven 1o be the primary
dmxwmdmfnrﬂunﬂyﬁmmdm
cancer. hmmwmdmmm
onstrate and be-
Im“mﬂlﬁd!hmnﬂmm
luht.- upon hnlnlopc examination > 7 Therefore,

ions are an imy sign in the
detection of breast carcinoma. In this study, we invest-
pdlhnpphmmdmmmwmhmm:

cafh n digital
m-wmxmﬁmhawumdm
Icifi has been in our

applicd the neutral networks to “positive™ cluurlm-
ported by this automated detection scheme in an effort 1o
eliminate some of the false-positive clusters, and thus to
improve the overall detection eficiency

Artificial neural ks differ from ional al-
gonthmic approaches to information processing in that
problems are not solved by use of a predetermined algo-
rithm, but rather by “learning” from examples presented
repeatedly. The use of neural ks is thus regarded as

neural network, ROC analysis, detection,

Jectively extracted from images and other measurements.
The neural networks have also been applied 10 objectively
measured data patterns in applications such as radio-
graphic signal detection,’” x-ray spectral reconstruction
from measured spectra,'’ and MRI tissue classification. "
In this study, we applied the neural networks directly to
images or preprocessed images in order 10 recognize pat-
terns that may include microcalcifications in digital mam-
mograms.

i METHOD
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n digital mamely, (1) de-

tection of individual i and (2)
dclumndmroulcilcumlauumlytlnwm
i with in breasts,
-ehﬂdmwtkmd:lmdmmh
fications in this study. The digital mammograms used in
this study were obtained by digitizing conventional screen-
film (Kodak Min R/OM) mammograms on & Fuji drum
mlrﬂmvmhnm“d‘ﬂl-olmm The

locations of “true” L]

a nonalgorithmic approach.

Neural networks have been applied to medical imaging
and decision making in recent years and have been shown
to be a powerful tool for pattern recogmition and data
classification.”® ' Among the applications, neural net-
works have been employed in attempts to neona-

were by an expert radiok

We will first give an overview of our method and then
describe cach step in detail. We first selected ROls of three
different types, namely, positive, negative, and false-
positive, from the digital wﬂll and applied a
I-ipo-nd trend correction’’ to the selected ROIs. Two

tal chest radiographs.'™"’ 1o differentiate among patterns
corresponding 10 vanous interstitial diseases in M
radiography, "’ and to classify

ployed in the classifi of micro-
nhmmmludumlnlmwlh
nlhn-lhl'nqu-nry domain. For the approach in the

dent lesions as benign or " These

q domain, power spectra were calculated by Fou-

involved the classifications of data patterns that were sub-
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Artificial Neural Networks in Mammography:
Appuuﬂontobocmonmghmm

of Breast Cancer’'
The authors investigated the AMMOGRAPHY has become a ma- Wempbycdl yer, feed-
tial utility of artificial neural net- jor diagnostic procedure in the  forward neural mtwwhwﬂ\ back-
works as a aid o detection of breast cancer (1). algorithm for the inter-
in the analysis of mam- However, the interpretation of mam- m of on the
moplnuluruuﬂlpnllofhnn of features that been ex-
forward neural networks with a back- cancer, which involves w&dhunwbynpni-
were trained number of Iwn enced
D ntrproistion of mammer - of S mopicious lomon b # Aicult bass corslotd o fotures frcen 133
grams on the basis of features ex- task. Only 15%-30% of cases that textbook cases and 60 clinical cases.
tracted from mammograms have ly F of the neural networks
enced . A that bulmpquﬁtim.namnb in classifying lesions as benign or ma-
used 43 image features performed Hopuymbbonung- lignant was evaluated with receiver
well between be- nant (2). Automated classifiers that operal racteristic (ROC)
wwmmm;h\mﬁd sis. In we evaluated the per-
ing a value of 0.95 for the area under diologsts in of ing radiolog
tween benign and t patterns  and residents in
curve for cases in a test with  in mammography i recom- and malignant lesions in the same
the round-robin method. With clini- mending an course of ac- cases. The of
cal cases, the performance of a neural  tion. Getty et al (3) described an was with
in merging 14 radi for this purpose that  that of neural networks mnnd
extracted features of lesions to distin- ::r-‘“ﬂlﬂ based on Mmﬂy-;d lmmmmhvnmw an
-nmﬂ ratings. mammogra
Eﬁ-mm»u Mmlku we report our in-
€ average p
resident alone (with- e il et aproach MATERIALS AND METHODS
out the aid of a neural network). The  serves as the automated classifier. Radiographic Features Used in the
Mmm“h Artificial neural rks, which Interp ion of M g
-ypuvl‘tl useful a Igorith PP P
P to inf P g have been _——
prbpeieopry. studied y in the field of selected instally as input 10 the neursl
benign and malignant lesions. computer sclence in recent years (4.5).  rized into three m,d..n
These neural networks, which are masses (shape. spiculation,
[P S —— capable of a large amount features to microcald-
0031, 0032 + Computers, disgnostic sid » ummm ad- , shape, uniformity, dis-
Computers. neursl network + Recesver operat. tribution), and features of secondary in

INg charactenistc curve
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their apparent ability to make deci-
sions and draw conclusions when
E— presented with complex, “noisy,” or
' From the Kurt and to adapt their
Research, " ob vior to the nature of the training
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MACHINE LEARNING

Learning Task
Regression
Supervised J<ﬁ .
Machine Classification
Learning ) i
UnsupervisedJi Clustering
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SUPERVISED LEARNING

"Supervised learning involves
gaining experience by using
images of brain tumor examples
that contain important information
— specifically, “benign” and
"malignant” labels — and applying
the gained expertise to predict
benign and malignant neoplasia
on unseen new brain tumor
images (test data)”

Erickson, Bradley J., et al. "Machine learning for medical
imaging." Radiographics 37.2 (2017): 505-515.
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UNSUPERVISED LEARNING

“With unsupervised learning, data
(eg, brain tumor images) are
processed with a goal of
separating the images into groups
— for example, those depicting
benign tumors and those
depicting malignant tumors. The
key difference is that this is done
without the algorithm system
being pro- vided with information
regarding what the groups are”

Erickson, Bradley J., et al. "Machine learning for medical
imaging." Radiographics 37.2 (2017): 505-515.
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MACHINE LEARNING

Learning Task Algorithm

( )
Linear/non-linear

Regression regression models,
ANN, DT, etc.
. J

Supervised

SVM, ANN, DT,
KNN, LDA, etc.

J |\ J
) ( )
: : Fuzzy c-means
Unsupervised Clusterin !
P 9 GM, etc.
|\ J |\ J
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TRAINING

Inductive learning: to learn general models/concepts
from specific examples.

A good machine learning model must generalize well
from the training data to any data from problem
domain.

Frequent problems are:
* OVERFITTING: The model models the training data
too well
» UNDERFITTING: The model can neither model the
training data nor generalize to new data
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ARTIFICIAL NEURAL NETWORK

IL HL OL Deep ANN
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CONVOLUTIONAL NEURAL NETWORKS

—— Final Charzfrand,
Convolution Max pooling Convolution Max pooling Convolution feature maps  Classifier Gabriel, et
al. "Deep
learning: a
primer for
=) radiologists
Q .
l I— A ." Radiogra
|_ Ne) phics 37.7
=)
I (2017):

% 2113-2131.

Input image Hidden layers Output

Figure 11. Integration of several concepts outlined in previous figures into a general diagram. Starting on the left, the input image
is submitted to a series of convolutions with learned kernels, producing a stack of features maps containing low-level features such
as edges and corners. These feature maps are then downsampled by a max pooling layer and further submitted to another set of
learned convolutions, producing higher-level features such as parts of organs. Convolutions and max pooling layers can be stacked
alternately until the network is deep enough to properly capture the structure of the image that is salient for the task at hand. Higher-
level features are typically flattened into a single vector to perform the final classification or regression for the target task.
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CONVOLUTIONAL NEURAL NETWORK

O00C0®DO® Images from:
O000@P@®® Chartrand, Gabriel,
OQO000G® CO®® et al. "Deep
O000®® @JOJO) learning: a primer
00000000 0000 for
O0000000 0000 mdfolj?gfg%’?adlo
graphics 37.
8 8 8 8 8 8 8 8 (2017): 2113-2131.
,
‘\ ,' Original image

Typical examples of feature maps extracied with different kemels Original image Internal feature map
at 512 x 512 pixels representation of 32 x 32 pixels
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DEEP LEARNING

CLASSIC MACHINE LEARNING

li:) Class 1/ Class 2

) EI ) 8
AR Y

Y Y
a"‘

Feature extraction Classification

DEEP LEARNING

I:> Class 1/ Class 2

Feature extraction & classification

Pesapane F, Codari M., and
Sardanelli F. "Artificial intelligence in
medical imaging: threat or
opportunity? Radiologists again at the
forefront of innovation in

medicine." European radiology
experimental 2.1 (2018): 35.
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ARTIFICIAL INTELLIGENCE

Performance

Deep neural networks

Medium neural networks

Shallow neural networks

Traditional machine learning

>

Amount of data

Impact of sample size on performance of
traditional machine learning algorithms
(hand-crafted features) and neural
networks with few (shallow), moderate
(medium), or large (deep) numbers of
layers.

Tang, An, et al. "Canadian Association of
Radiologists white paper on artificial
intelligence in radiology." Canadian
Association of Radiologists Journal (2018).
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RADIOMICS

| Tumor Segmentation Il Feature Extraction lll Feature Selection IV Analysis Lao, Jiangwei, et al. "A
Geometry Features deep Ie,ar ning-based
radiomics model for
Robustness Radiomics Signature prediction of survival in
- Assessment i glioblastoma
T i multiforme." Scientific
Intensity Features l 000000 reports 7.1 (2017):
10353.
Information
Tic Evaluation
Clinical Data
Texture Features l
Prognostic
Performance
! Evaluation
N
Deep Features “,
FLAIR Py Survival Prediction
e & @ Redundancy
o @ o Reduction
® @ @
@
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MACHINE LEARNING AND BREAST IMAGING
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® Opinion articles, reviews and conference abstracts
H Central nervous system

B Breast

B Abdomen

Urogenital

Adapted from: Pesapane F., Codari M. and Sardanelli F. Artificial intelligence in medical imaging: threat or opportunity?

Radiologists again on the wavefront of innovation in medicine Eur Rad Exp, In pressc
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B Other topics
Cardiovascular
H Bone, spine and joints

B Thorax and lung
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MACHINE LEARNING AND BREAST IMAGING
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Al AND MAMMOGRAPHY

The Digital Mammography DREAM Challenge

oooooooooooooooooooooooooooooooooooooooooooooooooo

oooooooooooooooooooooooooooooooooooooooooooooo
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Out of every 1000 women screened, only 5 will have We can do better.

breast cancer. But 100 will be recalled for further testing.

Build a model to help reduce the recall rate for Up to a $1,000,000 in cash prizes for
breast cancer screening. winning models.
Calling all coders to join the Challenge. May the best model win.

Challenge will include a Community Phase after the Competitive Phase, where top-performing teams will
work together to further refine prediction algorithms that can ultimately be used in routine clinical practice.
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Al AND MAMMOGRAPHY
THERAPIXEL

= 640,000 DE-IDENTIFIED DIGITAL MAMMOGRAPHY IMAGES (France)

‘ (146,000 MAMMOGRAPHY EXAMS, 86,000 wOMEN) + DEMOGRAPHIC,
CLINICAL AND LONGITUDINAL DATA (KAISER PERMANENTE WASHINGTON) FIRST TASK: PREDICTIVE ACCURACY OF

(o) O,
+ INDEPENDENT DATASET WITH 15,000 IMAGES (3,200 £xams anp 80.3%, WHICH WAS 5% PERCENT MORE
1,400 WOMEN FROM ICAHN SCHOOL OF MEDICINE AT MOUNT SINAI) ACCURATE THAN THE RUNNER UP.

1 150 CODERS SECOND TASK: TIED FIRST PLACE
! — THERAPIXEL (AcC: 80.4%)
— YUANFANG GUAN (AcCC:

77.5%)
TO DETERMINE THE CANCER STATUS OF EACH BREAST OF A

f SUBJECT (POSITIVE/NEGATIVE) BOTH WINNING TEAMS USED DEEP
O 1. GIVEN ONLY A SCREENING DIGITAL MAMMOGRAPHY EXAM LEARNING APPROACHES
2. GIVEN A SCREENING EXAM + CLlNlCAL/DEMOGRAPHlC
INFORMATION + PREVIOUS SCREENING EXAM(S).

https://www.ibm.com/blogs/research/2017/06/dream-challenge-results/
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Al AND MAMMOGRAPHY

P
A

—_—

DEALING WITH AN IMBALANCED DATASET (Only 0.35% cancers)
PROCESSING HIGH-RESOLUTION IMAGES

LARGE DIFFERENCE IN APPEARANCE OF NORMAL BREAST TISSUE AMONG DIFFERENT VENDORS

> W

SEPARATE NN FOR DETECTING MASSES AND CALCIFICATIONS

1. INCREASE CANCER DETECTION RATE AND REDUCE THE RECALL RATE

/ 2.  QUANTITATIVE AND REPRODUCIBLE ASSESSMENT OF BREAST DENSITY TO STRATIFY RISK FOR
BREAST CANCER

3.  RADIOMICS TO IMPROVE TREATMENT AND PROGNOSIS

Marina Codari, PAD |



Geras KJ, Mann RM, Moy L. Artificial Intelligence for Mammography and Digital Breast Tomosynthesis.
Current Concept and Future Perspectives. Radiology (2019)




Al AND MAMMOGRAPHY (BEYOND BREAST CANCER)

"CARDIOVASCULAR DISEASE, OFTEN THOUGHT TO
BE A "MALE" PROBLEM, IS THE MAIN KILLER OF
OLDER PEOPLE OF BOTH SEXES ALMOST
EVERYWHERE IN THE WORLD.” WHO, 2018

EMB S o (@

Detecting Cardiovascular Disease from
Mammograms With Deep Learnmg

g. Huanjun Ding, Fatemeh Az.um n Bic | n Zhou, Carlos
Sabee Molloi, and Pierre Baldi," F» E

BREAST ARTERIAL CALCIFICATIONS, ARE ASSOCIATED
WITH AN INCREASED RISK OF CARDIOVASCULAR
DISEASE EVENTS.

64 MILIONS UNDERGOING MAMMOGRAPHY
8 MILIONS HavinG BAC

2 DISEASES

1 SCREENING
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Al AND DIGITAL BREAST TOMOSYNTHESIS (DBT)

Legend: Mass/ARD Calcification

HELPS IN THE DETECTION OF MASSES AND IN el ! e
WOMEN WITH INCREASED BREAST DENSITY . .

=1 SN SVM
INCREASES READING TIMES (50% - 200%) iyt .... LA eature e
LIMITED RESOLUTION extraction)
LIMITED AMOUNT OF DATA . .. .
DIFFERENCE AMONG VENDORS

LESION DETECTION USING DBT IMAGES WITH
«/p ’ CONVENTIONAL RADIOMIC METHODS YIELDED

PROMISING RESULTS.

[ From [l synthesized 20 [l 0BT

CLASSIFICATION PERFORMANCE
OF THE MERGED-VIEW
CLASSIFIER ON EACH SUBSET OF
LESIONS CONSIDERED IN THIS
STUDY. AUC IS PLOTTED WITH
ERROR BARS SHOWING ONE
STANDARD ERROR.

REDUCING RADIATION DOSE

ENHANCE OF SYNTHETIC IMAGES

ENHANCE THE CONSPICUITY OF CALCIFICATIONS Al Mass/ARD  Caleifications

| MPROVE LESION CLASSIFICATION (3 D) Adapted from: Mendel, Kayla, et al. "Transfer learning from convolutional neural networks for computer-aided diagnosis: a
comparison of digital breast tomosynthesis and full-field digital mammography." Academic radiology 26.6 (2019): 735-743.

REMOVE NORMAL FIBROGLANDULAR TISSUE
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Geras KJ, Mann RM, Moy L. Artificial Intelligence for Mammography and Digital Breast Tomosynthesis. Current Concept and Future Perspectives. Radiology (2019)



Al AND BREAST ULTRASOUNDS

AHFCM HFCM FCM KFCM_51

HIGH AVAILABILITY, COST-EFFECTIVENESS,
ACCEPTABLE DIAGNOSTIC PERFORMANCE, NON
INVASIVE, REAL-TIME

OPERATOR DEPENDENCY, SPECKLE NOISE, LOW
CONTRAST, AND BLURRED BOUNDARIES

Al HAS BEEN INCREASINGLY APPLIED IN BREAST US AND
PROVED TO BE A POWERFUL TOOL TO PROVIDE A RELIABLE
DIAGNOSIS WITH HIGHER ACCURACY AND EFFICIENCY AND
REDUCE THE WORKLOAD OF PHYSICIANS.

GREAT PROGRESS HAS BEEN MADE IN PROCESSING AND
SEGMENTATION OF US BREAST IMAGES

Feng, Yuan, et al. "An
" adaptive fuzzy
= C-means method

e == == — = utilizing neighboring
J - e gy T . information for breast
- j == j === j = : : tumor segmentation in
el T el T el s e ultrasound images.”
B E & Medical physics 44.7
—— == = - = = (2017): 3752-3760.
——— . .—_"“ o= I—_'*.--.. ] .—_"--.. o= ;—_-a—.. o=
P £ H.. —':ﬁ?_ “':,7& ” "‘«"-..ﬁ
3 - -’ r - Q_:-
" ol TN . ] TN . ] SN I
e = ,_.iﬂ_ = — =
l l F : r :
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Al AND BREAST ULTRASOUNDS

BIRADS DISTRIBUTION OF
(A) TRAINING DATA (7408
e GREAT PROGRESS HAS BEEN MADE IN LESION i IMAGES) AND (8) TEST DATA
CLASSIFICATION IN US BREAST IMAGES " (829 IMAGES).

e ZHANG ET AL. ESTABLISHED A DL ARCHITECTURE THAT
COULD AUTOMATICALLY CLASSIFY BENIGN AND MALIGNANT
BREAST TUMORS FROM SHEAR-WAVE ELASTOGRAPHY
(ACCURACY OF 93.4%, A SENSITIVITY OF 88.6%,
SPECIFICITY OF 97.1%, AND AUC OF 0.947. = |

 HAN ET AL. USED CNN DL FRAMEWORK TO CLASSIFY .¢)§ ¢
BENIGN AND MALIGNANT LESIONS ON BREAST IMAGES o
ACQUIRED BY ULTRASOUND (ACCURACY 0.91, SENSITIVITY

OF 0.86, SPECIFICITY OF 0.96 AND AUC oF 0,90) _ thT
input layer  hidden layers

softmanx classification

cee
O

Han, Seokmin, et al. "A deep learning framework for supporting the classification of breast lesions in
ultrasound images." Physics in Medicine & Biology 62.19 (2017): 7714.
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Al AND BREAST MRI

BREAST MRI| DATA WELL FITS TO DL APPLICATION

. MORPHOLOGIC / SPATIAL
. DYNAMIC / TEMPORAL

. HUGE AMOUNT OF DATA FOR A SINGLE PATIENT

Al  STUDY DESIGN
=Q 87% HAVE RETROSPECTIVE DESIGN

By STRENGTH
56% USING 1.5 T, 18% USING 3 T, 20% BOTH

MRI PROTOCOL

/4% DCE ONLY
12% DCE AND (DWI OR MRS OR T2-W)

Codari M., Schiaffino S, Sardanelli F and Trimboli RM.
Artificial Intelligence for Breast MRI 2008-2018: A Systematic Mapping Review. AJR (2019)
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STUDY DESIGN

a.a] STUDY DESIGN
O 87% HAVE RETROSPECTIVE DESIGN

B, STRENGTH
56% USING 1.5 T, 18% USING 3 T AND 20% USING BOTH

|;|i MRI PROTOCOL

- 74% DCE ONLY

- 12% DCE AND (DWI OR MRS OR T2-W)
- 5% DIXON'S METHOD

- 5% DWI
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ADDRESSED AIM

o

O

IMAGE PROCESSING

O |LESION CLASSIFICATION

&

PROGNOSTIC IMAGING

f RESPONSE TO NAT

Luminal A

Fan, et al, PlosONE (2017)

Luminal B

| = Luminal A]
=== Luminal B/ |

500
MRI density

Dalmig MU, et al., Medical physics (2017)
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ADDRESSED AIM

1%

W Breast lesion classification
W Tissue segmentation

B [ esion segmentation

m Prognostic imaging

m NAT response

B Improve image quality

Codari M., Schiaffino S, Sardanelli F and Trimboli RM.
Artificial Intelligence for Breast MRI 2008-2018: A
Systematic Mapping Review. AJR, In press
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TAKE HOME MESSAGE

» BREAST IMAGING REPRESENTS A FERTILE GROUND FOR Al APPLICATION

» Al HAS THE POTENTIAL TO IMPROVE IT

» LESION CLASSIFICATION AND IMAGE PROCESSING ARE THE CURRENT FOCUS

» CLOSE PARTNERSHIP BETWEEN CLINICAL AND DATA SCIENTISTS WILL BE
THE KEY OF SUCCESS
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WHAT TO EXPECT

Gartner Hype Cycle for Emerging Technologies, 2017

| Connected Home
! Virtual Assistants - | (Decp Leaming
oT Platform.. ™~ Machine Learning
Smart Robots | Autonomous Vehicles
Edge Computing SO Nanotube Electronics
™ Cognitive Computing
Blockchain

N
Augmented Data .
Discovery N
Commercial UAVS (Drones)
Smart Workspace { )
Conversational

Brain-Computer User Interfaces Cognitive Expert Advisors

Interface Volumetric

Quentum —— Displays

Computing Digital Twin
Serverless
PaaS

56

Ruman .
ugmentation
Neuromorphic 0
Hardware

Expectations

Enterprise Taxonomy
and Ontology Management

Deep Reinforcement
Learning Software-Defined
Artificial General Security

4D Printing /X, Intelligence

Augmented
Reality
Smart Dust
. Peak of »
Innovation Inflated Trough of

Trigger Expectations Disillusionment

Virtual Reality

Slope of Enlightenment

Piateau will be reached in:
@ less than 2 years
@ 2to5years

@ 5to10years

/\ more than 10 years

As of July 2017

Plateau of
Productivity

Time

gartner.com/SmarterWithGartner

Source: Gartner (July 2017)
© 2017 Gartner, Inc. and/or its affiliates. All rights reserved.

Gartner.
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