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Medical records

Electronic health records
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https://doi.org/10.2139/ssrn.3368756
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The rise of digital health: ethical issues

 Data ethics
 Informed consent
 Explainability
 Patient-doctor relation
 Trust 
 Burden of care
 Sustainability
 Medicalization
 Privacy
 Data protection
 Discrimination
 Evidence and validation
 Regulatory standards
 Liability
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 Under which conditions are 
personal data made available?

 What forms of individual and 
collective control exist?

 Are appropriate safeguards in 
place?

 Who benefits the most?
 How are decisions being taken?
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The social trading of personal data
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The social trading of personal data:
available solutions

Informed 
consent

Data 
protection

New forms of 
governance
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 Autonomous authorization to use data: agree to specific 
conditions of exposure

 Only limited amounts of control over the production, 
collection, use, and circulation of health data. 

 Not a sufficient condition to ensure protection against 
privacy-related harms: e.g. discrimination, stigmatization, 
unfairness 

05.12.19 14

Informed consent

A. Blasimme
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Renovating consent
- Info - control
+ data sharing Midway + info +control

- data sharing
Overseen Choice-based

No consent

Presumed consent (Gill 2004) 

Presumed consent with opt-
out (Wendler and Emanuel 
2002)

Blanket consent (UNESCO 
2001) (Tomlinson 2013)

Open consent (Lunshof et al. 
2008)

Portable legal consent 
(Hayden 2012; Vayena, 
Mastroianni, and Kahn 2013)

Broad consent 1 = blanket + 
limitations (as defined in Grady 
et al. 2015)

Broad consent 2 = blanket 
consent + safety + withdrawal 
+ access review (Hansson et 
al. 2006)

Broad consent + ongoing 
oversight and 
communication (Grady et al. 
2015)

Broad consent + 
governance (O’Doherty et al. 
2011)

Broad consent + trusted 
governance system (Koenig 
2014; Garrett, Dohan, and 
Koenig 2015)

Authorization model 
(Caulfield, Upshur, and Daar
2003)

Tiered consent (McGuire and 
Beskow 2010; Mello and Wolf 
2010; Bunnik, Janssens, and 
Schermer 2013)

Electronic informed 
Consent (FDA and DHHS 
2016; Sage Bionetworks 
2017)

Dynamic consent (Kaye et al. 
2012; Kaye et al. 2015; Budin-
Ljøsne et al. 2017)

Informed consent (Faden
and Beauchamp 1986;
Manson and O’Neill 2007)

Consent for de-identified 
samples and data
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 Pseudonymization
 Anonymization
 Encryption

The more data circulate, the harder it is to protect it. 
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Data protection
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 Inclusive governance of research data:
 Publicly sponsored research
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New forms of governance

https://muse.jhu.edu/article/648044/pdf



||

 Inclusive governance of research data:
 Publicly sponsored research
 Data cooperatives
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New forms of governance
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 Recital 71
 Articles 13, 14, 15
 Data subjects are entitled to 

receive meaningful information 
about the logic involved, the 
significance and the envisaged 
consequences of solely 
automated individual decision-
making and profiling. 
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A right to explanation in the GDPR?

DOI: 10.21552/edpl/2018/3/10 
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 OPACITY 1: 
 It is impossible to access the rules the algorithm has learnt: not 

programmed.
 It is impossible to make sense of the rules the algorithm applies: 

too complex

 OPACITY 2:
 It is impossible to understand why AI makes this or that 

decision/prediction: why are input and output are associated?
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What does opacity even mean?
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 Clinical interpretability:
 Why did the AI do that?
 Why did the AI succeed? 
 Why did it fail?

 To correct AI’s mistake
 To ensure AI can be trustworthy

Why must AI be explainable?
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Shedding light on darkness

The heatmap provides visual depiction of the relevance of a feature in the decision 
making. In an image classifier, it represents the contribution of the pixels towards a class.

Wipro.com
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 Can we accept to perform a medical act we don’t know 
how to explain? 

 Explanatory reasons vs Justificatory reasons
 AI will never provide explanatory reasons in mechanistic 

terms: only the lab can do that. 
 Mechanisms are neither necessary nor sufficient as 

justificatory reasons for a medical act.
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Is correlation without explanation acceptable?
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Discovery of causes (causal inference)

Is correlation without explanation useful?
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Is correlation without explanation useful?

https://blogs.biomedcentral.com/bmcseriesblog/2015/03/08/celebrating-150-years-mendelian-genetics/

Generation of new hypotheses
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Does correlation without explanation constitute 
evidence?

J Med Internet Res. 2019 
Mar; 21(3): e10769.

Probabilistic evidence
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 Multiple sources (and formats) of medical evidence: 
probabilistic + mechanistic.
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Evidence and explanation in medicine 

National Cancer Institute

BENCH BEDSIDE

Medicine relies on evidence integration
(Russo & Williamson 2007)
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Protecting evidence integration

 AI should not get in the way of evidence integration:

 Disproportionate R&D funding (undermining basic research)
 Economic incentives to clinical use
 Blind faith / trust 
 Clinical dependency 
 Deskilling
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 As patients…
 As health care professionals…
 As scientists…
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What kind of explanations do we need?
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1. That technologies be given a scale and structure of the 
sort that would be immediately intelligible to nonexperts.

2. That technologies be built with a high degree of flexibility 
and mutability. 

3. That technologies be judged according to the degree of 
dependence they tend to foster, those creating the 
greater dependency being held inferior. 
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Three maxims for a technological world

L. Winner, 1977, p. 326-7
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Grazie per l’attenzione!

alessandro.blasimme@hest.ethz.ch

Twitter: a_blasimme


